Wroctaw University

hr

of Science and Technology = "%

COMPUTER SCIENCE

Internet Engineering
Il Level - MSc

Ey RIKES AGAIN

Faculty of Electronics



—

gg Wroctaw University
' of Science and Technology

L3

Why should you choose

Internet Engineering?
» Better job prospects

VOLVO p 3 =S )
‘ . (intel. o~ EEEE - .
Information Technology ——— M’C’OSO#

 Studies support international
student exchange

e Double diploma programmes
- Blekinge Institute of Technology, Sweden
- Cranfield University C2F o cinor insmirure or TechnoLoay
- TU Dresden, Germany QEE\Z%%%%

e Scientific path: conferences DepCoS, ICAISC, RelStat



http://en.wikipedia.org/wiki/File:Erasmus_logo.svg
http://www.bth.se/eng/

‘gg Wroctaw University

of Science and Technology I\f

| semester (common with AIC)
e Discrete mathematics
- W. Bozejko

o IT Applications: ' '\

Electronic media in business and commerce
- T. Walkowiak, D. Caban, M. Woda
e Information systems modelling -
UML and service description languages
- T. Kubik
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| semester (common with AIC)

« Computer Project Management

e Research skills and methodologies

e Elective:
- Signals, systems and control
- Computer Games: Designing
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| semester (common with AIC)

e English language B2+
e Social communications

e Physics ""'{ j

Contact hours/week

pi

CHS TSW ECTS
L T lab p S

150 15 45 75 30 315 900 30
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e Application programming -
Java and XML technologies
- T. Walkowiak

e Softcomputing
- J. Mazurkiewicz

e Secure systems and networks
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o Advanced databases
- M. Nikodem

e Multimedia
and computer visualisation
- M. Woda

e Information systems analysis
- J. Magott
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e Foreign language A1

Contact hours/week
CHS TSW ECTS
L T lab p S

135 60 75 60 0 330 900 30
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« Data mining and data warehousing  Gsas |

- H. Maciejewski

e Mobile computing
- M. Piasecki

e Final project + seminar
e Enterpreneurship

Contact hours/week
CHS TSW ECTS
L T Lab p S

75 0 60 0 45 180 +P 900 30
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Thermo-Simulation

Let’s Play It

Recognition: faces / emotional state / gender / ...
Weather Forecasting, Bike Equipment, Data Analysis
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v Earth Surface Modeling
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Data-driven Polish Poetry Generator ]%

Rule Based Dependency Parser for Polish Language ‘%

Marek Korzeniowski, Jacek Mazurkiewicz

Department of Computer Engineering, Faculty of Electronics
Wroclaw University of Science and Technology

Marek Korzeniowski, Jacek Mazurkiewicz

Depastment of Computer Enginesring, Faculty of Electronics,
Wroclaw University of Stience and Technolegy

Politechnika Politechnika
Wroctawska Wrockn

Introducti

This ek focused on 3 rather unusul problem — pocery
generation. A complex NLG system was designed and im.
plemested w0 amnwer & smple question: eould a comparer
pragram be taught 1o create poems that would appear 55
werk of 3 husmian t0 an average persan? Ta that eeel many
spstems wero designed n the the past, but none of them
cond provide an output with groper shyme aod hythmic
st What s mere, e of them were data:
—chey wsuaby depended on hand-rafed lsicons and san-

tencn pattems. Finally, no simile week was conducted an
Polish language ~ 2 highly fusional lsngage
been chosen . be the coastnictad system's outpu

System Overview
Tha pastey geneeation system can bo dieed i thoes
i pars: the knowiedge sequisiicn algorthen, the
knowelge database and the sestence generaton algo-
m. A e detsiled v has been lstrate be-

Figuns 1: Tha poatry generation systam. Exsamal modules
(represented by gray fieds): Morfeussz meephelogicsd anl-
yeer |4, WCRFT2 merphosyntactic tagger [3] 2ad e
based dependency parser (1]

Knowl

Kowledge = acuired from an morshasyntactically
tagged and dependency parsed ingut e corpus.
Semantic roes are erested by simply extracting and s
ing ll the parens.chid s from the dependency trees. A
single rule consises. of base forms and morphological tags
of th warch.

16th International Conference on Artificial Intelligence and Soft Computing. 11

Grammatical potterns are exeates] by strping the depen
dency trees from words, staring only infarmation about

their gramenatical stmucture.

Sentence Generation

The whele generation process can ke desribed 2 3 ran
dom search with bocktrasking throughout a tree of o
possble word exmbinstions. These combinations are i
it by gramanatical patterns an semanc rules. Exaenple
autpu
| byl mine i prcha dokods grobu w agoni
shalngi, by, vk poc 2 ka
s pegemisn kotka rrekd.
serc s Slepy wiecznodé naszych peogow.
And there was 5 facksl expression and pr
arcundl a grave in rockery agamy, it was, it was
the might fram ane’s neck, whereas the goddess
alternately created a bien fram werds anel |
think akisrt retuming into bl sterniy of cur
docrsteps by means of a thausand hearts.

My kaidego cwaluigcego stanw dmiaf b mnie
Wy ciskawm obenn!
A hushand of each galoping state had the in-
soken to bawve theough & curess window and
walk in my divction|
A camplets (mplementation uf the genarsise using itk
word text corpus worked with the spoed of 2k words per
secan. The computation was performed on 2 single core
af a standard 3GHs Inte i7 grocesson,

Feature Enforcement

A sl Feature enforcement algorithm was rested
encre dhythm aedl thymes in the autput. Its cons
tion was based on the fallowing reascning: “If e mahe
the generstor seally fast we could simply wait wntd it pro
1 reslts with propes riythem and rhymes

Context
A list of recently used nouns & kept im memory o pro
vide the output text with an illusion of content, Subjscts
nsered into patterns. s chosen from this st

Rirythm
Escuing proper hythm in Polis i srprisingly <25y when
compares with athes languages becouse of comstant ac-
cont Every word is accanted in the ecactly same way.
Whan weiting 3 poam. one has only 1o amsure that asch
Verse has the same amoant of slsbles. Example autpue:

Meia w ol okna bolsje

A g suffors in an eyes's wieckw

Znows famy e wyravcam

Again | do ot throw v vy

Strgoam w ogre, serca gryzs

1 throw it Rames, | gnam hearts,

Dis mody ganig. nie 2ywi!

For fashion | buke, | o nourish!

Rhymes
To force 3 thyme the L weed of each even verse s re-
plsces by 5 random weed with 3 equal morpholagical tsg
seel 3 cxevect thyme. Semantic rules are ignored during
this eperatian. Example catzat

Sk wydatem, shia gorzats
A spaek | gave, 2 spark has blzsed

1 govzata ef cashatal
And it's bosze has hai

p shra roaduchs,

[

1 will o e, the spack will scanar
ZBase 72 mng ni wybchal

The grain hehind me dees not shatser|
o sesma shra sie rackews,

Alreaty the hundresith sprk is spillin,
A shry potem sip preciewal

A

thes a spak starts. swillng!
To make the Urasstation mers accurate the (a3t words of
vt verses ware randomly altered 1o forn ehymas in En-

lish

Results
Finding & gocd metric ta measuey tha quaiay of the gen-
erstor's cutpun peoved dfficul. A decision was made to
Ut o pubic survey. I wa composed of sisteen shert
oy fragments: ten generated and six randomly chose
from classic Polsh paems. The tash was. 1@ determins
whi

Fragments were computer generated
Eighty-sin peopie were surveyed, Each persom was scored
0 3 seak of sixteen - ane point. for each corectly an
swvered question, The average score was 111
mants correctly classiied)

My ca ganarated fragamnt had the ratks of inceerect
ansuers sbave: 50% - 50 out of 86 participants (58%)
had classified the fellowing fragment as work of 5 Fimaus
Polih poet:

0% frag:

Show g, sow gz,
The wasd burns, the wee dashes,
Show i pode mng secapdsi
The e [avshes under e
Shows ciska naokdH, e crch
Thha wced huls.sevind wharevr it saveres,
Wiecanie zhyam, | shouss i
Esernaly | put i off and it geams

Summary and conclusions

The
e t b mantiamed €ha th fragmens
very short. Roccgising hueman posiry in kanger potions
ot ol b 3 much essier ts a the generstr oot
ot has o cherent meanin.

A, the achievs oot semantc errectnes wos boer
than expected. Simpie two.word s were o weak t
create mesningid and complex semtences Ferhags the
iy rowng P wordet “Shoucnieé” wonld proide
means 10 achie better st [2]

vey results saem 1o b surprisingly gaod, but it

usod n it were
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Introduction

re are two leading dependency pirsers avail
able for Polish langusge: Swigra sod “Polish Dependency
Parser” [4, 5], The first ooe is bosed on a formal gram.

mar model of Polish language and the sacond represents

a dsta-drhen 3pproach
These solutions work wel for multiple appicatioes but
problerms avise when one tres to ar

teas, fike postry.  For con

does not retim resilts i reasanable
am at all. *Polich Dependen
texts drsstically different from the ones it was trained on

retums gibbersh,
Vée propase 3 completel different approach o depen
dency parsing: 3 method based on @ chain of simple
rukes. operati
ical tags. Each o removes 3 word from the ingut sed
attaches it ta 3 different word - effectily joining them
into a parent.chikd pair. The proposed parser can anal.
yoe any kind of grammatically corect texts and retum
correctly parsed sentences ooly.

their meepholog:

Parts of Speech Archetypes

The morphological tagset used i this work defines over
thinty parts of speach [3]. The following sechetypes wore
introduced to reduce the complety of the parser
« noun (subst. depr, ppronl2. ppron. sebie and ger)
repeessnting parts of speech that can become

subject of a semtence,

bedie, praet, impt. imps and winier)

repressnting parts of spech that can becoma the
predicate

« adjective (am, numcol, 3d), pact aed pant)
represznting parts of speech that describe nouns,

« adverb (adjo, adjp, adic. adv, inf, peon. past and
pred) representing parts of speech that describe
werbe

Parts of speech not included in the archetypes are simply
ignored and they are not incaded in the output

Dependency Trees
The autput trees sre st crude 3ed camy much s in
formtion compare with tee returned by other parers
A short summarizaion ofthir tructure:
+ The 100t s sheays 2 verb and can have chid rodes
being nouns, adverbs and prepositions
 Prepositions always have cee chid which needs to
be 2 noan.
+ Advebs can have chiren being otber advrbs e
sdjectives
+ Nouns can have chideen being othe noues
adjoctives o prepoitons
+ Adjectives can have 2 single chid {also 2 djective)
if theyrepresnt 2 compound mumeral
The trees are rocted in vebs o in Plsh compound s

tences can easily be devised into subssen

s contacting
exactly one verb belng the predicate, Varb-less sentences

are discarded a5 unrecognised

Parsing Rule Chain

The complece parsing rule-chain is summarized below:

16th International Conference on Artificial Intelligence and Soft Computing, 11 -

atpa
Figure 1. The pariers nde.chain. Whie traversing the
rded 25 unrecog;
nised for mumerous ressoes ~ shown on the diagram in

ndechain, sub sentences can get dis

form of dashed fines.

Input data
The parser accepts 35 input morpbasyetactically tagse
text dnided into sentences. This data & passed through
the rule-chain, where each stage joins different grammat

cal constrictions ino subress

Compound Adjective and Compound
Adverb Elimination
This stage joins compound numerals and adverb-adjective
adverb-adverd combinations. For example phrases ke
“nicwiele szpbore)” (*sbghtly faster’) and “nissamonc
zielony” (“amatingly green’) would be transformed into
sub-trees rooted in “sybeiej” and “zietany

Sentence Subdivision

A specially designed state machine finds series of

a0l adjocties and cies tham w0 sub-troes. For

ple the phrase “Znaiazlem psa | hota™ ("1 found 3 c3t
30l 3 dog”) would be replaced by 3 sub-tree rocted in
3 placeholder plural noun with appropriately derived case.
sl gender

Without seres of nouns aed adjective  sentance can be
easily split 0 sub-sentences on every comma and con
juncticn. Each sub-sentance wil be from now on pro-
cessed independently and wil produce 3 separate tree cn
the output.

There are some rare cases where the state machine wi

cortectly detect seres of nouns, for exampie “Zo

P52 | kot tym psem poszczutem

Adjective Elimination
The presicus stage eliminates peactically il adjectives by
connecting them with nouns. I some cases adjectives can

sppesr not directly before the nouns described by them
For example: W czarodziejskie] cig odwiedziem wiely”

(*1n magicians you | visi

d tower”). The thied step of the

parsing ruke chain was created to handie such cases.

Preposition-Noun Combining
This stage simply connects prepasiton with ncurs
subtres rocted i the prepasiion

Noun Phrase Combining
I Polih every noum in 2 sentence can b connected with

the predicate or with an adjocent noun The conection

€an be direct or via 3 preposition. I the two nuns are
separated by 3 praposition thers s 1o imgle way 1o de-
termine If they shoukd be connected or nat. This problem
was partally sohed using Waleaty — 3 valence dctionary
of Polish language [1].

Final Tree Creation

The predicate is placed in the 100t of the output tree. All
aduerbs, prepasiion and noans left In the input are 3dded
a5 s chikdren. AY other words sre discarded.

Results

To test the crested parser 3 corpus of Polish poetry was.
prepared. 1t was bl from the werk of classical Polish
poets such as Adam Mickiewicz and Bolestaw Lebmian,
An Initlal preprocessing stage was 3ppled 1o remove o
replace all characters not being 3 keter, comma. punctu
ation mark, question mark or an exclamation mark. The

text was tagged using the WCRFT2 togger (2] In 26210
input sentence 71051 sb-sentences were found sre

+ 36062 were acceptad
+ 27882 were discarded 35 verb-less,
+ 3670 were discarded i the adjective elimination

+ 3448 were discarded for other reascns
The parsing took 0.45 secandh on 3 single 3GHz core of an
ntel 17 processor, 4253 semtences were discarded before
parsing because of words unknown to the tagger

Summary and conclusions

This paper proposes 3 new 3pproach to dependency pars-
ing. A parser has been implemented and tested oa Polish
postry ~ texts that sre mostly unparsable by current state-
of-the- st dependancy parsers.

The largest dra
o verb-bess sentences which leads to appronmately 40%
Toss of the test corpus. This problem should be resohed

k of the parser i the lack of supper

before the parser can be considered a3 3 fully functional
tool However, en

o its current state it can be used for
crode dependhncy analysing of texts which 0 far could
ok have boen analysed at 3l

Even though the described soluticn was created strictly
for Polish, it could be applied to other languages. Espe
ciaby those from the Siavic grou, which prove to be hard
to formalize. The parser’s noe-chain would need 1o be
modified 10 accommordte the teget grammar, but the
approach described n this paper would remain the same.
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